
LECTURE 3: OPTIMALITY 

CONDITIONS

1. First order and second order information

2. Necessary and sufficient conditions of 

optimality

3. Convex functions

4. Elementary solution methods



General setting

• General form nonlinear programming problem



Local minimum



Global minimum



Comments

• We always intend to seek a global minimum when

formulating an optimization problem.

• In most situations, optimization theory and

methodologies only enable us to locate local minimums.

• Global optimality can be achieved when certain

convexity conditions are imposed.



A general iterative scheme 

• A general scheme of an iterative solution procedure:

Step 1: Start from a feasible solution x in S.

Step 2: Check if the current solution is optimal. 

If the answer is Yes, stop. 

If the answer is No, continue.

Step 3: Move to a better feasible solution and

return to Step 2.



What are the feasible moves that lead to a 

better solution?

•Feasible direction

- Along any given direction, the objective function can be 

regarded as a function of a single variable.

-

- A feasible direction is a good direction, if the objective

function is reduced along the direction.



How do we know we have attained

a minimum solution?
• First order necessary condition



Example 1



Example 2



Comments

• The necessary conditions in the pure unconstrained case 

lead to a system of n equations in n unknowns.

• Is the condition a sufficient condition? Why?

• How about the condition of 



Proof of the proposition



Corollary – Variational Inequalities



Second order conditions



Example 3



Second order necessary condition



Example 4



Example 5



Second order sufficient condition



Example 6



Continue



Convex functions - definition



Concave functions



Graph and epigraph of a function



Set based definition of convex functions

• Definition



Question



Basic property - 1



Basic property - 2



Basic property - 3



Proof



Proof



Basic properties - 4 and 5



Basic property - 6



Proof



Additional properties



Additional properties



Additional properties



Additional properties



Minimization of convex functions



Proof



Sufficient and necessary conditions



Proof



Example



Maximization of convex functions



Proof



Non-differentiable convex functions

• Where is the first order information?

- subgradient and subdifferential



Subgradient and subdifferential

•Definition

A vector y is said to be a subgradient of a convex function

f (over a set S) at a point        if

•Definition

The set of all subgradients of f at      iis called the 

subdifferential of f at        and is denoted by



Properties
1. The graph of the affine function 

h(x) = 

is a non-vertical supporting hyperplane to the convex set 

epi(f) at the point of  (     ,         ).

2. The subdifferential set            is closed and convex.

3.         can be empty, singleton, or a set with infinitely  

many elements. When it is not empty, f is said to be 

subdifferentiable at     .

4. 



Examples

•



Elementary Solution Methods
•



Gradient Decent Method

•



Newton’s Method
•



Newton’s Method

•



Newton’s Method
•



Damped Newton’s Method
•



Performance
•



Comments

• Newton step takes a “conditioned” negative gradient direction,

when the second-order information is available.

• When it works, the Newton’s method take “more computational 

efforts” to determine a “better direction” that

may move in a “more straight-forward” path to reach the

destination.

See gradient decent method

vs. Newton’s method

https://en.wikipedia.org/wiki/File:Newton_optimization_vs_grad_descent.svg
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