
LECTURE 4: 

APPLICATIONS
Unconstrained optimization models for machine learning

1. Data clustering

2. Least squares estimation

3. Linear regression



Machine learning and optimization

1. Many machine learning problems are formulated as 

minimization of some loss function that measures 

discrepancy between the predictions of the model being 

trained and the actual problem instances, or as 

maximization of some reward function that affirms an 

expected decision.  

2. One major difference between machine learning and 

optimization lies in the goal of generalization -

optimization intends to minimize the loss/maximize the 

reward on a set of seen examples while machine 

learning is concerned with minimizing the 

loss/maximizing the reward on unseen samples.



Gradient Functions Commonly Used

• Gradients for 2-norm and squared 2-norm functions 



Data clustering

• https://www.ejable.com/tech-corner/ai-machine-learning-

and-deep-learning/k-means-clustering/



Centroid-based clustering

Pictures of clustering



Centroid-based Clustering

• Optimization model



Heuristic Algorithm

• A commonly used algorithm



• http://bit.ly/K-means



Best Number of Clusters

•



Best Number of Clusters

• Elbow rule



Elbow Rule Method
• Example



Least Squares Estimation

• History



Least Squares Linear Regression

https://medium.com/physics-and-machine-

learning/misconceptions-about-least-square-regression-

1131841d240f



Linear Regression

• Linear regression model



Reformulation

• Arrange data



Data Manipulation

• In means



Data regression - Support vector regression

• https://medium.com/analytics-vidhya/support-vector-

regression-svr-model-a-regression-based-machine-

learning-approach-f4641670c5bb

https://medium.com/analytics-vidhya/support-vector-regression-svr-model-a-regression-based-machine-learning-approach-f4641670c5bb
https://medium.com/analytics-vidhya/support-vector-regression-svr-model-a-regression-based-machine-learning-approach-f4641670c5bb
https://medium.com/analytics-vidhya/support-vector-regression-svr-model-a-regression-based-machine-learning-approach-f4641670c5bb


Artificial neural network

• https://www.scalablepath.com/machine-learning/chatgpt-

architecture-explained

https://www.scalablepath.com/machine-learning/chatgpt-architecture-explained
https://www.scalablepath.com/machine-learning/chatgpt-architecture-explained
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