
LECTURE 9: CONSTRAINED NLP 

APPLICATIONS

Constrained optimization models for machine learning

1. Support vector machines for data classification

2. Support vector regression for data regression

3. Neural networks



Support vector machines (SVM)

• Support vector machines are mainly for pattern 

recognition in supervised machine learning.

- SVM is commonly used for classification (recognition, 

diagnosis, preference, prediction, etc.)

- SVR means support vector regression

- SVC means support vector clustering (unsupervised 

learning)



Bi-classification

•



•

Contours of affine (linear) function



•

Contours of affine function



Support vector machines – basic ideas

• Linearly separable



Support vector machines – basic ideas

• Which one to choose? (generalizability)



Linear support vector machine (LSVM) – basic model

• Linear separation with maximum margin (distance)

equivalently,



Linear SVM (hard margin) – LSVM model

•



LSVM Classifier

•



Linear SVM (hard margin) – LSVM model

•  What else can be say about LSVM?

   - Dual LSVM

   - Optimality conditions

   - Solution methods



Lagrangian dual approach

•



Lagrangian dual approach
•



Lagrangian dual approach

•



Dual linear SVM (DLSVM)

•



LSVM or DLSVM ?

•



Relations of LSVM and DLSVM

•



Supporting vectors

• Picture from “C19 Machine Learning Hilary 2015 A. Zisserman”



Dual LSVM Classifier

•



Primal LSVM vs. Dual LSVM

•



Primal LSVM vs. Dual LSVM

•



Approximate LSVM considering generalizability

•



Linear SVM with soft margin

•



Linear soft SVM (LSSVM) 

•



LSVM vs. LSSVM

•



Lagrangian dual approach
•



Dual linear soft SVM (DLSSVM)
•



Relations of LSSVM and DLSSVM

•



Dual LSSVM

• Picture taken from David Sontag, SVM & Kernels Lecture 6.



LSSVM vs. DLSSVM ?

•



Comparisons and discussions

• LSVM vs. Approximate LSVM

     - applicability?

     - equivalency?

     - complexity?

• LSVM vs. LSSVM

• LSSVM vs. Approximate LSVM



SVM for not linearly separable data sets

• Will LSVM, Approximate LSVM,  LSSVM work ? 

• How well can they be?

• Any better SVM classifier?



SVM for not linearly separable data sets

• Basic ideas:

       1. Reformulate the problem in a higher dimensional 

           space for linear separability 

           (Kernel Method): LSVM with kernel functions

       2. Adopt nonlinear surface to separate data points 

          apart in the original space

          - Quadratic surface SVM 

          - Double-well potential function based SVM



Idea of kernel based SVM

•



Kernel-based soft SVM - KSSVM

•



How difficult to solve DKSSVM?
•



Kernel-based soft SVM - DKSSVM

•



Kernel matrix
•



Polynomial kernels
•



Kernel matrix
•



Kernel matrix

•



Quality of kernel-based SVM

•



Effect of kernel matrix 

•



Effect of kernel matrix 

•



Effect of kernel matrix 

•



Effect of kernel matrix 

•



Effect of kernel matrix 

•



Quality of kernel-based SVM

•



Ideas of choosing parameters
•



Linear support vector regression 

•



Observation

•



Linear soft support vector regression

•



Linear soft SVR - LSSVR

•



Dual LSSVR - DLSSVR

•



Dual LSSVR - DLSSVR

•



Dual soft support vector regression -DLSSVR

•



Dual soft support vector regression -DLSSVR

•



DLSSVR

•



DLSSVR
•



DLSSVR

•



DLSSVR

•



SVM-based nonlinear regression 

•  From linear to nonlinear regression 



Kernel-based linear soft SVR 

•



Dual kernel-based linear soft support vector regression

•



Kernel-based linear soft SVR

•



DLSSVR vs. DKLSSVR

•



Support vector expansion of KLSSVR

•
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